Information Security Policies       	       Effective: xx/xx/xx  
                                                                   	       Created/Revised:  yy/yy/yy
Incident Response Plan: One Page Policy	Plan Owner:  Title Here

[bookmark: _GoBack]
Boilerplate
Purpose
· This is a “template” to be used as a “starting point” for the sake of helping you develop your own IT Governance Program.
Copyright / Permission to Use
· Permission to use this document is conditional upon you receiving this template directly from an infotex consultant, infotex website or e-commerce site, or an infotex workshop / training presentation.
· When you use this boilerplate you also agree to be added to certain mailing lists maintained by infotex unless you have otherwise instructed us.
· By using this template either in its entirety or any portion thereof, you acknowledge that you agree to the terms of use as dictated in the “Transfer of Copyright Agreement” located at copyright.infotex.com.  This agreement establishes that when you customize this template to your specific needs, your organization may have copyright of the customized document.  However, infotex retains copyright to the template.  This agreement also establishes that you will not share this or any other template with third parties other than auditors and examiners.  You may not transfer ownership of the customized documents to any other organization without the express written permission of infotex.
Instructions
· Make sure to read through the template carefully as not all situations will pertain to your organization.  However, to assist you in customizing the document to your specific needs, we have attempted to color code areas that will need your special attention.  Color coding is as follows:
· All areas needing customization and/or consideration are in red.    
· Sections in blue are merely instructions or additional information for knowledge purposes and should be removed.
· Sections in green are examples.
· Sections that are in brown are optional sections according to our definition of best practices.  These sections may be removed if they do not match your needs.  If we have processed this boilerplate against the Cybersecurity Assessment Tool, the following color scheme replaces “brown”:
· Maturity Colors
Baseline (black)
Evolving (RGB 112, 48, 160)
Intermediate (RGB 0, 112, 192)
Innovative (150, 75, 0)
· Note that you should confirm that all text has been changed to “black” before considering this template final for your organization.  If there are any sections in any other color than black, then all situations or customization has not been considered.
· This section (Templates) may be removed once the document has been customized, for at that time we turn ownership of the customized document over to you.


© Copyright 2000 - 2017 infotex, Inc.  All rights reserved.
NOTES ABOUT THIS DOCUMENT:
· This is a “prototype” policy document that shows what may be different about our policies in coming years.  While we encourage banks to be thinking about Technology Risk Monitoring rather than simply “incident response,” we are not suggesting that you adopt this policy to replace your incident response policy at this time.  
· What’s different between Technology Risk Management Policy and the Incident Response Policy?
· Technology Risk Monitoring (TRM) is more proactive and less reactive.  It centers around more than incidents, and leverages a SIEM. 
· TRM periodically determines the “delta controls” and monitors them.
· TRM monitors nontechnical and technical risk.  
· Closure of tickets from the SIEM.
· TRM monitors accepted and transferred risk, as well as risk mitigation.
· TRM monitors risk appetite statement compliance.
· FS-ISAC will be monitored (for community based banks).
· The SIEM must be tested.
· All other critical principles of a normal incident response policy (framework, classification, notification, testing, etc.) are still included in this policy.


Iterations:
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Insert Financial Institution Name / Logo

Technology Risk Monitoring Policy
(Approved During DD/MM/YY Board of Directors Meeting)



Classified:  Confidential Information
Contact if found:  Name, Title
Name of Financial Institution
City, State

Overview:
The Federal Financial Institutions Examination Council (FFIEC) requires Management to implement corrective incident response controls.  Management shall develop a method for monitoring risk exposure from the collection of confidential information and the use of technology to process this information.  The [TRMT / IRT / Steering Committee / Information Security Officer] will create and maintain an Incident Response Program that will put the institution in a place where when technology risk materializes, and thus an incident occurs, management will recognize the response process as it unfolds.  The program will establish an Incident Response Plan.  The Incident Response Plan will address goals and priorities, making life and safety the highest priority, as well as articulate a process for responding to incidents.  

Technology Risk Monitoring:

Management will form a Technology Risk Monitoring Team (TRMT), and the Information Security Officer will be responsible for training that team to meet responsibilities articulated in this policy and the Incident Response Plan.  These responsibilities will include participation in a monthly Technology Risk Monitoring Team Meeting, with each member of the team being assigned appropriate monitoring roles, as well as being available for emergency meetings, reading and learning the Incident Response Program, and participating in incident response tests.  

The [TRMT / IRT / Steering Committee / Information Security Officer] should also determine the maturity level for Cybersecurity Assessment Tool Domains 2, 3, and 5, and include in the report when we are not at a(n) [baseline / evolving / intermediate / advanced / appropriate] maturity level.  The [TRMT / IRT / Steering Committee / Information Security Officer] will also engage with FS-ISAC as a threat feed, and develop a process to ensure we are monitoring threats on a risk-based basis, and a member of the [TRMT / IRT / Steering Committee] will be assigned to monitoring this threat feed.  Individual members of the [TRMT / IRT / Steering Committee] will also be assigned to monitor policy violations, mitigation of risk determined during risk assessments, enforcement of high-value controls (defined as those controls which mitigate the most risk,  as determined in risk assessments), mitigation of risk discovered in the vendor management due diligence process, risk acceptance decisions made by this board, and compliance with the bank’s Risk Appetite Statement.

 As of the date of this policy, members of the [TRMT / IRT / Steering Committee / Information Security Officer] will be as follows:  (Consider listing required team members here.)  

To assist with monitoring the [TRMT / IRT / Steering Committee / Information Security Officer] will establish a relationship with a Managed Security Service Provider (MSSP) who will maintain a Security Information and Event Management System (SIEM).  This vendor will be classified as a [Critical / High Risk] vendor due to its persistent connection to the internet.  The SIEM will be monitored by the MSSP, but it will create tickets when the bank needs to be involved in what is discovered in the SIEM.  The [Network Administrator / TRMT / Steering Committee / Information Security Officer] will be responsible for responding to tickets, reviewing reports coming from the SIEM both in real time, on a daily basis, and in the monthly TRMT meetings.  Any actionable items coming from the SIEM will be closed and the TRMT will check for closure in the monthly meetings.

With the MSSPs cooperation, the SIEM will be tested using best practices regularly by both the TRMT and outside auditors.



Incident Response:

The board wants all “incidents,” defined as an event involving technology and/or information where moderate risk exposure (or higher) materializes, to be classified as either:

· [bookmark: _Hlk526764064]Disclosure Incidents:  These are incidents which, because of some statute or regulation, require [name of financial institution] to notify customers, law enforcement, examiners, and/or the board of directors.  The [TRMT / IRT / Steering Committee / Information Security Officer] must comply with all applicable laws and regulations, including (only when absolutely necessary) the state laws such as [Indiana Code 24-4.9 / applicable law in your state] and ALWAYS including federal regulations such as the [FDIC’s Financial Institution Letter 27-2005, the OCC Supervisor Letter 2005-13, SR 05-23 / CA 05-10 for Federal Reserve banks, and NCUA Rules and Regulation 748 Appendix B for NCUA institutions ---> the FFIEC’s Interagency Guidance on Response Programs for Unauthorized Access to Customer Information and Customer Notice] and/or any other applicable guidance or regulations as they are developed. Or,
· Security Incidents:  These are incidents related to the confidentiality and integrity of information.  They can include technical incidents such as malware (virus, worm, and Trojan horse) detection, unauthorized use of computer accounts and computer systems, but can also include non-technical incidents such as improper use of information assets as outlined in the Acceptable Use Policy. Or,
· Negative Incidents:   These are incidents related to the availability of information assets or other risks such as legal risks, strategic risks, or reputational risks that do not directly impact the confidentiality or integrity of information.  For example, installing an unlicensed application on a bank-owned application does not impact confidentiality, integrity, or availability, but this policy still requires the [TRMT / IRT / Steering Committee / Information Security Officer] to track it.

The board should be informed of incidents in the Annual Information Security Report to the Board as required by the FFIEC guidelines, and whenever an incident is classified as a Disclosure Incident the board should be notified “in real time.”  Disclosure Incidents should be formally closed, and the report should identify any open incidents.  

Testing:
The Incident Response Program should be tested on an annual basis with a Walkthrough and a Tabletop Test.  The walkthrough should be conducted with the entire team after each Incident Response Plan update.  One of the tabletop test scenarios should be of an incident which would be classified as a “Disclosure Incident.”   Tests should include a test plan, minutes of the actual test, and documentation of a “post-mortem review.”  Test results (for both the walkthrough and tabletop exercises) should be presented to the board.  

Concluding Sections

The following sections may or may not apply to your institution, depending upon your own policy/procedure development protocols.  However, we do strongly urge you to include the distribution list, policy owner, and policy reviewers sections for your convenience and to ensure appropriate review and training.  Please remove this section.

Review

This policy will be reviewed annually to ensure that it is kept current to existing technology and knowledge about Information Security.  Meanwhile, tools (such as the IDS system, the signatures used, documentation, reports, logs, etc.) will be reviewed quarterly to ensure appropriateness and that they are working properly.
Reporting to the Board of Directors

The [Information Security Officer / Internal Auditor] will report to the Board of Directors on an annual basis that all policies listed above have been reviewed for completion, enforcement, and training.  Specifically, this report will indicate that all policies listed above have been updated.  The report will list deficiencies related to enforcement of the policies and procedures above, as well as indicate the level of training provided to members of the various teams affected by the policies and procedures listed above.  The Board of Directors will also receive summary reports of examinations, audits, and other assessments of the risk inherent in information security as they are required.


Status Reporting

The Information Security Officer must report to the Board of Directors on an annual basis the status and enforcement of the Risk Management Policy, Information Security Strategy, and other Board-level policies.


Due Diligence

The Information Security Officer is responsible for creating and executing a due diligence process to ensure that this policy is being enforced.  All other employees will be required to funnel materials gathered as a part of this policy to the Information Security Officer for processing.  The Information Security Officer will also be responsible for gathering annual documentation as required by this policy, and working with the Internal Auditor to ensure policy enforcement. 

Noncompliance

Violation of these policies may result in disciplinary action which may include termination for employees and temporaries; termination of employment relations in the case of contractors or consultants; dismissal for interns and volunteers; or suspension or expulsion in the case of a student.  Additionally, individuals are subject to loss of Name of Financial Institution’s information resources access privileges, and civil and/or criminal prosecution.
Storage of Policies, Procedures and Standards

The Information Security Officer is responsible for maintaining current copies of all information security related policies and procedures.  These will be stored [state method and location] and an electronic copy will be stored off-site [state location].  The electronic copy will be updated annually (in December) as well as on an as-needed basis any time there is a major revision of a particular policy or procedure.
[bookmark: _Toc100995612][bookmark: _Toc125374371][bookmark: _Toc125374462][bookmark: _Toc128224504][bookmark: _Toc124638163][bookmark: _Toc124638413][bookmark: _Toc124638521][bookmark: _Toc124638647][bookmark: _Toc124638851][bookmark: _Toc124640954][bookmark: _Toc124641266][bookmark: _Toc124641486][bookmark: _Toc124643992]Policy Training
The Information Security Officer, Network Administrator, and Senior Management will review this policy annually and hold training to ensure that all appropriate personnel understands the provisions of this policy, as well as the implications upon their job description responsibilities.
Distribution List
The following positions will receive this procedure and any changes to this procedure:  
· All Members of the [Incident Response Team (IRT) / IRT / Technology Steering Committee / Disaster Recovery Team] 
· All [Information Technology Team Members] will receive the Guidelines for Reporting Suspicious Activities section.
· List those individuals.  Consider establishing an e-mail alias corresponding to the individuals.

[bookmark: _Toc126896021]Policy Owner
· Title Here

[bookmark: _Toc126896023]Policy Reviewers
· Titles Here

Related Policies / Procedures / Tools
· Incident Response Program At-large
· Incident Response Policy
· One Page Incident Response Policy
· Plans 
· Coming Soon:  Scenario Response:  Compromised Credentials
· Coming Soon:  Scenario Response:  Virus/Malware
· Incident Response Plan
· Scenario Response:  CATO
· Scenario Response:  DDOS
· Scenario Response:  Need for Forensics
· Scenario Response:  Vendor
· Virus Incident Response Procedure
· Web Defacement Response Procedure
· Scenario Response:  Generic
· Simplified Incident Response Plan

· Tools
· BCP / IRP Test Categories
· Breach Notification Letter
· Customer Talking Points
· Data Leakage IRT Test Package
· ELM Pre-requisites
· Flowchart for Testing of an Incident Response Plan
· Incident Log
· Incident Response Decision Tree
· Incident Tracking Spreadsheet
· IPS/IDS Pre-requisites
· IRT Comprehension Exercise
· IRT Meeting Procedure
· IRT Test Training Day Handout
· Log Analysis Definitions
· Media Reader
· Potential Incident Report
· Scenario Response:  Web Defacement
· Triage Practice Quiz
· Other Programs:
· IT Governance Policy
· Access Management Program
· Asset Management Program
· Awareness Training Program
· Business Continuity Program
· Risk Management Program
· Technical Security Standards Program
· Vendor Management Program


Revision History
Note:  This next section is optional, used to keep track of when you’ve updated policies and procedures.  Know that using this will make it very clear to an Auditor when you skipped a revision cycle.

The following revisions were made to this document:

· 02/11/11: Document created.
· 02/23/12 John Doe Information Security Officer

