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[bookmark: _Hlk16959003]Boilerplate
Purpose
· This is a “template” to be used as a “starting point” for the sake of helping you develop your own IT Governance Program.
Copyright / Permission to Use
· INDEMNIFICATION: All boilerplates, starting points, templates, kits, etc. provided by or sold by infotex are considered “as-is” and do not come with any warranty whatsoever.  These documents are a collection of ideas on how policies, procedures, and/or guidelines COULD be written.  Actual language used in your policies, procedures, and/or guidelines should be reviewed by professionals prior to considering the language compliant with any laws, regulations, or best practices.  Language in boilerplates is intended as a starting point and/or as example language only.  This boilerplate could be out of date, noncompliant with law or regulation, or not conforming to the latest best practice.  By using this boilerplate, you agree to indemnify infotex against any harm that could possibly result from such use, including harm resulting from omission, outdated language, or even negligence.  For more information visit my.infotex.com/terms-and-conditions.
· Permission to use this document is conditional upon you receiving this template directly from an infotex consultant, infotex website or e-commerce site, or an infotex workshop / training presentation.
· When you use this boilerplate you also agree to be added to certain mailing lists maintained by infotex unless you have otherwise instructed us.
· By using this template either in its entirety or any portion thereof, you acknowledge that you agree to the terms of use as dictated in the “Transfer of Copyright Agreement” located at copyright.infotex.com.  This agreement establishes that when you customize this template to your specific needs, your organization may have copyright of the customized document.  However, infotex retains copyright to the template.  This agreement also establishes that you will not share this or any other infotex template with other financial institutions or third parties not auditing you, including MSSPs, consulting firms, or other non-financial institutions.  You may not transfer ownership of the customized documents to any other organization without the express written permission of infotex.
Instructions
· Make sure to read through the template carefully as not all situations will pertain to your organization.  However, to assist you in customizing the document to your specific needs, we have attempted to color code areas that will need your special attention.  Color coding is as follows:
· All areas needing customization and/or consideration are in red.    
· Sections in blue are merely instructions or additional information for knowledge purposes and should be removed.
· Sections in green are examples.
· Sections that are in brown are optional sections according to our definition of best practices.  These sections may be removed if they do not match your needs.

· Note that you should confirm that all text has been changed to “black” before considering this template final for your organization.  If there are any sections in any other color than black, then all situations or customization has not been considered.
· This section (Templates) may be removed once the document has been customized, for at that time we turn ownership of the customized document over to you. For more information visit tour.infotex.com to view movies of past webinars to help you fill out your boilerplates and create a cybersecurity program!

© Copyright 2000 infotex, Inc.  All rights reserved.
[bookmark: _Hlk11896388]
NOTES ABOUT THIS TEMPLATE:

This template should be used to document instructions from the Incident Response Team to the SOC/MSSP related to how event logs are managed.  The template attempts to establish a process not only for initial tuning, but also for returning.  

We consider Log Analysis Definitions to be part of the Technical Security Standards program, though (like all Technical Security Standards) the document can be considered a part of other programs, such as incident response and/or technical awareness.

As such, because it is a “standard,” Client should consider including “standards language” as suggested at the beginning of the document.  Client should do so only if the board has established a “standards policy,” meaning that standards are guidelines that may be followed at the discretion of the information security officer, but enforcement may also stray without normal escalation . . . at the discretion of the information security officer.  It’s best that the Compliance Officer also be informed (and approve) such policy language.

Utilizing standards language for log analysis definitions is a very important concept to consider because log analysis definitions in practice will be updated far more often that a team would have time to update the documentation.  This will help in situations where we want to quickly issue instruction to our MSSP for additional logs to monitor, but do not have the time to update the definitions in this document.  We do recommend updating annually and as-needed, but this documentation says “annually” and not-needed so that team members won’t be dinged in an audit.  (Note that your MSSP may be keeping this documentation for you.)

As usual with standards documents, if you use the language you should have a board level policy with language to the effect of:  

“The Board of Directors understands, at times, that the management team may want to document current thoughts, guidelines, and potential plans.  We understand that the management team may not want to commit to these thoughts, guidelines, and potential plans permanently, but will benefit from the creation of documents that will memorialize where the management team is at any particular time.  These documents do not need to be presented to the Board of Directors, Auditors, or Examiners unless specifically requested.  They are to be treated as notes or Workpapers.”

Because every SIEM is different, this document will sometimes refer to processes/procedures/steps that might not apply to every situation.  IN these cases we used what infotex does as an example, and utilized the color green to articulate this when possible.

These definitions also refer to a “decision tree” and a “calling tree.”  These boilerplates are available at boilerplates.infotex.com.

Event Log Management is called for in the Incident Response Plan, which enforces an Incident Response Policy.  The following excerpts are from our Incident Response Plan boilerplate for small banks:

Intrusion Detection Procedures
· Event Log Management System (SIEM):  Name of Financial Institution uses [name of IPS/IDS system] to monitor all critical logs generated by critical information assets.  Correlation of logs to network traffic is handled by [name of IPS/IDS provider.]  Log analysis definitions are kept by the Information Security Officer.  (Note, some MSSPs won’t share this information.)
· The MSSP runs a baseline on both network traffic and event logs, and monitors for anomalous activities across the environment.  This establishes a process to monitor for the behavior of zero day vulnerability exploits and unknown malware, and also establishes a process to monitor for unauthorized activity and/or policy violations.
· Audit log records and other security event logs are reviewed and retained in a secure manner.  Changes to user access permissions trigger automated notices to appropriate personnel.
· Computer event logs are used for investigations once an event has occurred.  Our MSSP ensures that audit logs are backed up to a centralized log server that is difficult to altar.
· Logs provide traceability for all system access by individual users.  Thresholds have been established to determine activity within logs that would warrant management response.

Managing the MSSP:
· See Incident Detection Procedures above – The MSSP handles a large part of this process.  In addition, the MSSP:
· Manages a process that correlates event information from multiple sources (network, application, firewall, etc.)  
· Assures that logs of security related events are sufficient to assign accountability for intrusion detection system activities, as well as support intrusion forensics and IDS; 
· Performs specialized security monitoring of critical assets;
· [bookmark: _GoBack]Appropriately secures logs of security related events against unauthorized access, change, and deletion for an adequate time period, and that reporting to those logs is adequately protected;
· Note:  if you do not use your MSSP for forensics evidence collection, document the organization which you are using for this in the incident detection section above.  Is available to assist with forensic procedures, including collection of evidence and chain of custody, to present evidence to support potential legal action;
· Runs a baseline on both network traffic and event logs, and monitors for anomalous activities across the environment.  This establishes a process to monitor for the behavior of zero day vulnerability exploits and unknown malware, and also establishes a process to monitor for unauthorized activity and/or policy violations. 
· Watches event logs from critical assets according to a Log Definitions Analysis document, and any elevated privileges are tightly controlled using this process. Any anomalous behavior is responded to according to our decision tree.  The anomalous activity is correlated across business units to detect and prevent multifaceted attacks (i.e.: simultaneous account take over and DDoS attack). 
· Watches access to critical systems by third parties.  Any unusual activity is reported upon, and we can drill-down into reports to see what any third party has done while accessing our system. 
· The MSSP will act as a read-only, central repository of cyber threat intelligence. 
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Iterations:

Note:  This document was considered “proprietary” . . . meaning we did not make it available as a boilerplate . . . . until September of 2019.

Original Iteration:  September 2005  

Updates:  September 2005, September 2006, September 2007, September 2008, September 2009, March 2010, March 2011, March 2012, March 2013, March 2014, March 2015, July 2015, December 2015, March 2016, March 2017, March 2018, March 2019, September 2019.

Current Iteration:  September 2019
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Classified:  Confidential Information
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Name of Financial Institution
City, State

Technical Security Standards       	     Effective: xx/xx/xx  
                                                                                                 	         Created/Revised:  yy/yy/yy
Log Analysis Definitions	Owner:  Title Here



In the event you want to document something, but not commit to it, you could use one of the following statements at the front of the documentation:

Standards Scope and Definitions
 
Consider the first paragraph carefully.  You may want to escalate a definition of standards in your IT Governance Policy (or some other board approved policy.)  Your Compliance Officer should approve of statements like this, just so that he/she can be aware that they exist.  San-serif text is on purpose, but you can also change the text to match the normal text.

“Note:  This document is a standards document, and thus is a collection of our current thoughts, guidelines, and potential plans.  It is created with the knowledge that it therefore does not need to be submitted as part of an audit or examination production unless specifically requested.  It is NOT a part of the formal IT Governance Program.  It is merely documentation of our existing thoughts, guidelines, and potential plans on how to enforce particular policies and procedures.  We do not, by documenting these thoughts and ideas, commit to enforcing them.”

Or, if you’d rather be more informal about this, you could choose to not include the above section and instead include the following:

“Note:  The following standards are meant for the [IT Manager / CIO / EDP Committee / etc.] and the [Information Security Officer] for training purposes only.  These are unofficial standards, and this document is intended as a guideline, not a policy or procedure to be enforced.  As such, it is an internal document and is not intended for review by examiners and/or auditors, unless, of course, this document is specifically requested.”

Or, you could simply choose to not use either of the above two statements.  Note that if you work with a Managed Security Service Provider (MSSP) it is probably best to call this a procedure document and requirement enforcement.  If you are trying to monitor logs on your own, you may want to consider this a standards document that you shoot for in your day-to-day operations.

These definitions are <standards / procedures> controlled by the <Information Security Officer / Incident Response Team> and will be updated <annually / semi-annually> in coordination with the <Managed Security Service Provider (MSSP) / Security Operations Center (SOC) / Vendor Name>.  Updates to these definitions are also performed as changes occur that may require us to monitor systems differently.  (For example, malicious terminations could initiate a “put a watch” service on an employee who is not currently monitored according to these definitions.)  Reasons to update these definitions during the middle of the governance cycle include  new/updated assets that have a unique or new logging capability or unique threats/vulnerabilities; new capabilities of the ELM system, potential of an advanced persistent threat, etc.

Review:
These definitions should be seen as instructions to <our MSSP / our SOC / Vendor Name>.
The <Network Administrator / Incident Response Team / Technology Recovery Team / Information Security Officer> will ensure that these definitions are delivered to <the MSSP / the SOC / Vendor Name> after each update and that questions/answers are properly addressed.

Purpose of Event Log Management:
We manage event logs for four reasons:  security (technology risk monitoring), forensics (archiving), troubleshooting, and compliance.

Defining Event Log Management:
Note that Event Log Management, or ELM, is a component of the Security Information and Event Management (SIEM) system, a technology risk monitoring process that is currently managed by <vendor name, a Managed Security Service Provider / the SOC, the Technology Recovery Team, Other>.  Other components include an Intrusion Prevention System (IPS), an Intrusion Detection System (IDS), a Change Detection System, and [list other components here.]

The ELM is the part of the SIEM that handles event logs, and is used for the management of event logs coming from assets in a system.  Management of event logs include collection, aggregation, thresholding and parsing, archival, and monitoring.

These Log Analysis Definitions is a standards document that expresses how logs are to be collected, monitored, and archived.  It expresses prerequisites to the process as well as policies and procedures that facilitate and govern the process.  It refers to a Decision Tree and a Calling Tree, two ancillary standards documents that conveys how initial response will be conducted for predictable events, as well as how response will be conducted for unpredictable events.

Note that there are actually three decision trees:  one for network activity, one for event logs, and one for non-technical events that are not discoverable by a SIEM.

In this next section, include language that defines how your specific event log management system works.  Note that this document only defines how the infotex system works – you’ll need to coordinate this definition with whomever is managing your logs.  What is purely an infotex process has been articulated by using green (for example.)  Note the chart in the “defining event log management” section is also solely for the infotex system and may not apply to all systems..

The Event Log Management (ELM) System consolidates all logs into a centralized analysis process.  It also defines an audit policy based upon determining which event logs to record and, in real time, report upon.  

The system polls logs every fifteen minutes and sorts actionable events into two categories:  
Emergency Logs (meaning <the MSSP/ the SOC / Vendor Name> will respond to them according to a calling tree in real time), and “Reportable Logs.”  

Emergency Logs are placed into an emergency report by the MSSP’s simple event correlator that is e-mailed to the MSSP’s SOC* as well as the <Incident Response Team / Technology Recovery Team / Information Security Officer> in real time.  The MSSP’s SOC staff then investigates these logs in real time, notifying us if necessary according to a Decision Tree and Calling Tree that has been established proactively with the Client.  

*Note that the SOC is watched 24x7x365 by data security analysts who do nothing but monitor event logs and snort alerts.  Logs are correlated with network traffic analysis.

The Client has helped us determine which logs will classified as Emergency Logs

Along with all other logs, Emergency Logs logs still go through the “Diamond-Stack” filtering process (leading to their placement in a database along with the Reportable Logs.)  The Diamond-Stack filtering process archives, collects, parses, and presents logs in an understandable manner via the ELM Interface.  The process also stores raw logs in forensics proof manner, and a hash is taken on this storage to demonstrate that no log has been manipulated.

Escalation:
The Incident Response Plan establishes how detection will be escalated.  Still, as <the MSSP/ the SOC / Vendor Name> monitors logs in real time, we must inform them how to respond to various event types which the logs indicate.  A decision tree is in place for this.  We must also help them understand who to inform under various conditions.  For this, a calling tree is in place.  See the incident response program folder for these documents.

Prerequisites

Asset Prioritization and Log Collection:
To determine what assets we will monitor, the <Network Administrator / Incident Response Team / Technology Recovery Team / Information Security Officer> will prioritize assets based on availability and confidentiality risk.  Note:  This also assists with CAT baseline compliance.  

There are many ways to do this, we are presenting two here:

This will be done by going through the network diagram and assigning each asset presented with an A, B, or C depending on confidentiality risk (A meaning high or Critical, B meaning Moderate, and C meaning low.)  The <Network Administrator / Incident Response Team / Technology Recovery Team / Information Security Officer> should strive to equalize the number of As, Bs, and Cs.  Likewise, the <Network Administrator / Incident Response Team / Technology Recovery Team / Information Security Officer> will also go through the network diagram and identify those assets which represent Availability Risk with a 1, 2, or 3, striving for equal numbers of each category.  Note: any endpoint assets (like an imaging workstation) or other assets (like Office365) not on the network diagram that represent high or critical risk, or that has special monitoring needs (say a workstation where two people are logging in with the same credentials) should also be added to the network diagram and labeled in the same manner as those assets on the diagram.

It is our position that, from a risk basis, we only need to watch the <A1s, A2s, A3s, and B1s / A1s and B1s / whatever configuration makes sense>.  This ensures that we are covering the top assets from a risk perspective.  For each asset on the network diagram, the <Network Administrator / Incident Response Team / Technology Recovery Team / Information Security Officer> will also determine and document the method of delivering logs into the ELM system (forwarding, agent, screen-scraping, etc.)  This network diagram will then be stored in the <incident response directory / list where you decide to store such documentation>.  It will be updated <annually / each time the network diagram is updated>.  Reasons to update as-needed include new assets, increase in the number of devices we want to include, etc.  Again, because this is a standards document, whether it is updated as-needed or not is at the discretion of the Information Security Officer.  It will be updated annually though.  Updates to this diagram will be shared with <the MSSP / the SOC / Vendor Name>.

Or:

This will be done by going through the Business Impact Analysis and determining the top <33%, 40%, 50%> of devices that allow logs to be delivered into the ELM system (meaning they produce event logs in any format).  

The Business Impact Analysis will then be used to define which devices feed logs into the ELM system.  For each asset defined as such, the <Network Administrator / Incident Response Team / Technology Recovery Team / Information Security Officer> will also determine and document the method of delivering logs into the ELM system (forwarding, agent, screen-scraping, etc.)  This will be updated as-needed and annually, as part of the Business Impact Analysis update.  Reasons to update as-needed include new assets, increase in the number of devices we want to include, etc.  Again, because this is a standards document, whether it is updated as-needed or not is at the discretion of the Information Security Officer.  It will be updated annually though.

From this process, a list of assets feeding logs to the ELM system will be kept.  Updates to this list will be shared with <the MSSP / the SOC / Vendor Name>.

Or:

Describe your method of prioritizing assets for ELM here.
Advanced Audit Configuration Group Policy Settings:
For all Windows monitored devices, the <Network Administrator / Incident Response Team / Technology Recovery Team / Information Security Officer> has ensured that the following audit activities are turned on:
· Account Logon
· Other Account Logon Events              	Success and Failure
· Credential Validation                   		Success and Failure
· Account Management
· User Account Management                 	Success and Failure
· Security Group Management               	Success and Failure
· Logon/Logoff
· Logon                                   			Success and Failure
· Logoff                                  			Success and Failure
· Account Lockout                         		Success and Failure
· Special Logon                           		Success and Failure
· Other Logon/Logoff Events               		Success and Failure
· Object Access
· File System					Success and Failure
· Policy Change
· Audit Policy Change                     		Success and Failure
· Authentication Policy Change            	Success and Failure
· Authorization Policy Change             		Success and Failure
· Privilege Use
· Sensitive Privilege Use                 		Failure
· Non Sensitive Privilege Use             		Failure
· Other Privilege Use Events              		Failure
· System
· Other System Events                     		Success and Failure
· Security State Change                   		Success and Failure

Audit Configuration for non-Windows systems:
The following logs are monitored, archived, and processed by the ELM System.  
· User Account Management
· Login Events 
· Password Reset Attempts by Users and Administrators
· Remote Access Connections
· Disk Capacity Failures
· DHCP Device Logs
· AVS Application Update and DAT Update errors 
· Changes to ACL’s on switches, routers, or firewalls
· Software Licensing Errors
· Hardware Errors 
· Backup System Errors 
· DNS Events 


ELM Dashboard:
The <Incident Response Team / Technology Recovery Team / Information Security Officer> has worked with <the MSSP/ the SOC / Vendor Name> to establish which logs should be monitored (and thus aggregated) on a daily basis.  <the MSSP/ the SOC / Vendor Name> alerts the <Incident Response Team / Technology Recovery Team / Information Security Officer> of the following logs via an <interactive daily report / dashboard> which allows the Client to drill down into detail whenever necessary.  The following logs are presented in the <interactive daily report / dashboard>:

· Router User Logons
· VPN Tunnel Disconnects
· Account Locked Out
· Account Unlocked
· Admin Logins
· GoToAssist Logons
· Account Enabled
· Account Disabled
· After Hours Login Success: Interactive
· After Hours Login Success: Service
· After Hours Login Success: Remote
· Login Failure: Invalid
· Login Failure: Remote
· Login Failure: Service
· Login Failure: Interactive
· User Promotion
· User Demotion
· Password Set by Admin
· Account Created
· Disk Full


Real-Time Reporting:
By default:  To comply with industry best practices related to log monitoring, the following log events are monitored as the system is polled (every 15 minutes) and, when occurring, triggers an immediate reaction via <the MSSP/ the SOC / Vendor Name>’s Security Operations Center team:

· Disk Capacity Failures
· Unexpected Server reboots
· New DHCP device connected (Rogue Devices)
· Windows Update Failures
· Antivirus Updates/Failures
· Hardware Errors
· Backup Errors 
· DNS Errors
· Account Management Tasks
· Logon Events
· VPN Connections

Default Daily Reporting:
By default:  To comply with industry best practices related to log monitoring, the following log events are reported in the <interactive daily report / dashboard> so that the <Network Administrator / Incident Response Team / Technology Recovery Team / Information Security Officer> can monitor them daily:

· Non-Reporting Devices
· Unacknowledged Rogue Device Alerts
· Admin Logins
· Accounts Created
· Account Enabled
· Account Disabled
· Account Deleted
· Password Changed by Admin
· Account Promotions
· Account Demotions
· Top Logon Failures
· Account Lockout/Unlocks
· Successful Logins After Hours
· Firewall Config Mode Logons
· VPN Tunnel Disconnects
· Disk Warnings


Additional Tuning:
As specific needs arise, the <Network Administrator / Incident Response Team / Technology Recovery Team / Information Security Officer> will ensure that event log management considerations are addressed.  The types of scenarios that could cause a need for additional tuning include:

· New Assets
· Onboarding
· Terminations
· Vacations and Holidays
· High Risk Employee determinations
· Mergers
· Disasters
· Additional Administrator Access
· Additional Vendor Access
· Put a Watch (a service that monitors specific assets, employees, etc.)

Note that the following is a provision that most MSSP’s should be offering.  Rather than relying on the incident response and/or technical team to remember what’s in a contract, this provision, if offered, be documented in these definitions as such:

Our contract allows us to add any event-types into the emergency reporting process at no additional cost.  We are also allowed to have <the MSSP/ the SOC / Vendor Name> monitor logs that are NOT included in the above definitions, as long as they can be generated in “Syslog Format.”

Technical Security Standards       	     Effective: xx/xx/xx  
                                                                               Scope and Definitions	         Created/Revised:  yy/yy/yy
Log Analysis Definitions	Owner:  Title Here


Note:  The following diagram should apply to every ELM situation, but your team should be sure that your MSSP or SOC agrees with what is presented in this diagram.

Documentation of Statistical Analysis Process

It is helpful for the <Technology Recovery Team / Incident Response Team> to understand how the log analysis process works. The following diagram represents the analysis process:

Technical Security Standards       	     Effective: xx/xx/xx  
                                                                   Documentation and Controls	         Created/Revised:  yy/yy/yy
Log Analysis Definitions	Owner:  Title Here


ELM systems help with troubleshooting as well as security and availability.  Therefore, log analysis definitions should present how logs can be reviewed by the technology recovery team (or your network support personnel if you have not yet broken them out of your Incident Response Team).  The following is how infotex does this:

Report Interfaces
There are several places on <the MSSP/ the SOC / Vendor Name> system where team members can go to view log analysis information.  These include:

1. Authentication Interface:  Windows Domain
URL:  authentication
· Successful / failed logins, after hours logins, authorization failures, user promotion / demotion, account creation. (including VPN access) 

2. Hardware Interface
URL:  hardware
· Includes drive space issues, reliability issues, hardware failures (network interfaces, CPU ram).

3. Configuration Interface
URL:  configuration
· Includes configuration changes (backups, mail server, etc.), active directory changes.

4. Firewall Interface
URL:  firewall
· Works with the Configuration Interface.  Shows firewall rule changes, firewall access, etc.

5. Health Report
URL:  health
· Includes checks on logmon processes, list of monitored servers, sensor statistics, archive status report.  

6. Archive Report
URL:  archive
· Includes list of all daily archive files and their corresponding hashes.  Clicking on the archive will allow Client to download a COPY of the archive for further investigation.  Client must contact Infotex to receive the original forensics archive, so that chain of custody is preserved.

Technical Security Standards       	     Effective: xx/xx/xx  
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Note:  These policies may or may not exist in other documentation.  If the policy is identified as < MSSP/ SOC / Vendor Name> then you should check with that entity to see what their policy is, and document it here.  If the policy is identified as “Bank Policy . . . .” then you should be storing this policy elsewhere.  Do not rely on this document to be a policy document!!  Once again, if an item pertains specifically to infotex, we use green (for example).  You may want to see if your MSSP provides these capabilities.

Policies Related to Event Log Management

As this is a standards document, it of course puts forth no policy.  However, there are policies governed in other documents and in place with <our MSSP/ the SOC / Vendor Name> that must be enforced in the use of the ELM system, or by using the ELM system.  They include:

[bookmark: _Hlk19194483]< MSSP/ SOC / Vendor Name> Policy Regarding Nonpublic Information:
There is no known reason for nonpublic information (NPI) such as Social Security numbers, account numbers, etc. to be embedded in event logs.  It is <the MSSP / the SOC / Vendor Name>’s policy to prohibit the inclusion of such information in data sent to the ELM System.

Bank Policy Regarding Data Retention:
Our Incident Response Plan requires us to store 365 days at a minimum.  However, we are archiving logs on our network* [put location here if possible] and this allows us to archive logs “indefinitely.”   Log archiving is tracked via the ELM Health Interface, which is monitored by Infotex security analysts.  It is <the MSSP / the SOC / Vendor Name>’s policy to retain 395 days’ worth of data on sensors, so we should always be in compliance with our policy.  *They will also copy archive files to our network daily.  

<MSSP/ SOC / Vendor Name> Policy Regarding Disposal of Data:  
Logs and log files are critically classified information and <the MSSP / the SOC / Vendor Name> will dispose of any data they end up possessing when the contract ends.  Logs are to stay on our network except during reporting, when they leave the network to <the MSSP / the SOC / Vendor Name>’s browsers.  The infotex audited workstations empty cache upon closing the browser. 

[bookmark: _Hlk19274315]Note:  it is helpful to point out that a third party is responsible for forensics archiving from a legal perspective.
<MSSP/ SOC / Vendor Name> Policy Regarding Compliance with Forensic Practices:
Logs are consolidated by a third party (our <MSSP/ SOC / Vendor Name>) and then written to a directory on the bank’s network that is read-only.  The <MSSP/ SOC / Vendor Name> stores an AES-512 Hash for each archive file.  The share for this directory will only grant <MSSP/ SOC / Vendor Name> file creation rights.  All employees, contractors, and users are prohibited from modifying the files in the archive directory.  
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System Issues

It may be helpful to document system issues arising from the ELM system.  This is how infotex Clients do it:

Limitations of the System:  Infotex will track limitations of the system and make these available to Clients and prospective Clients.  Please order your due diligence information as you need it, and know we send this document as a part of our due diligence packet.

Client Control Considerations:  Infotex will track technical and non-technical controls that Clients must enforce and make these available to Clients in a due diligence packet available upon request.

Investigative Research:  To correlate logs or investigate incidents, feel free to contact our NOC (help@infotex.com).  We will be happy to initiate investigations as part of our normal service.  

LogMon Data Structure Statement:  The LogMon system will store 90 days worth of “live data” which can be accessed via normal SQL query language or via a user-friendly reporting / investigating interface.  We will also store 395 days worth of raw log data in syslog format. Clients are encouraged to contact infotex to initiate investigation of raw logs as the query interface requires advanced training.  We also gather and store historical statistical data.

Client Requirements for LogMon Compliance System:
· Read-only directory (with write capabilities restricted to our sensor) 
· Testing that this directory is properly configured should be entered into Client’s Audit Plan.
· Files will be hashed using AES-512.
· At least one terabyte of storage capacity. 
· The amount of storage used depends heavily on decisions made during the tuning process regarding logs that are not “key” in nature (deemed “noise”).  
· Client must monitor the ELM Health report in case more storage space is required.
          An IBA Preferred Service Provider  	CISSPs, CISAs, CISMs, CRISCs
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Compliance Issues

From the 2016 FFIEC Information Technology Examination Handbook (page 44):

II.C.22 Log Management
Network and host activities typically are recorded on the host and sent across the network to a
central logging repository. The data that arrive at the repository are in the format of the software
that recorded the activity. The logging repository may process the data and can enable timely and
effective log analysis. Management should have effective log retention policies that address the
significance of maintaining logs for incident response and analysis needs.

Log files are critical to the successful investigation and prosecution of security incidents and can
potentially contain sensitive information. Intruders often attempt to conceal unauthorized access
by editing or deleting log files. Therefore, institutions should strictly control and monitor access
to log files whether on the host or in a centralized logging repository.

Considerations for securing the integrity of log files include the following:
• Encrypting log files that contain sensitive data or that are transmitted over the network.
• Ensuring adequate storage capacity to avoid gaps in data gathering.
• Securing backup and disposal of log files.
• Logging the data to a separate, isolated computer.
• Logging the data to read-only media.
• Setting logging parameters to disallow any modification to previously written data.
• Restricting access to log files to a limited number of authorized users.

Additionally, logging practices should be reviewed periodically by an independent party to
ensure appropriate log management.

Logs are voluminous and challenging to read. They come from a variety of systems and can be
difficult to manage and correlate. Security information and event management (SIEM) systems
can provide a method for management to collect, aggregate, analyze, and correlate information
from discrete systems and applications. Management can use SIEM systems to discern trends
and identify potential information security incidents.

SIEM systems can be used to gather information from the following:
• Network and security devices and systems.
• Identity and access management applications.
• Vulnerability management and policy compliance tools.
• Operating system, database, and application logs.
• Physical and environmental monitoring systems.
• External threat data.

Regardless of the method of log management, management should develop processes to collect,
aggregate, analyze, and correlate security information. Policies should define retention periods
for security and operational logs. Institutions maintain event logs to understand an incident or
cyber event after it occurs. Monitoring event logs for anomalies and relating that information with other sources of information broadens the institution’s ability to understand trends, react to
threats, and improve reports to management and the board.

Note:  We believe “write-only media” is a confusing term and our interpretation is that logs should be stored read-only.

Various Other Sources:

The Basel II Accord - Affects international banks. Activity logs should be retained 3-7 years.

Federal Financial Institutions Examination Council (FFIEC) - Affects financial institutions governed by the Federal Reserve, FDIC, etc.  Specifies historical retention.

Gramm-Leach-Bliley Act (GLBA) - Affects entities that participate in financial institution activities.

The Health Insurance Portability and Accountability Act (HIPAA) - Affects healthcare industry.  Logs should be retained up to 6 years.

North American Electric Reliability Council (NERC) - Affects electric power providers.  Specifies log retention for 6 months and audit record retention for 3 years.

National Industrial Security Program Operating Manual (NISPOM) - Specifies log retention of at least one year.

The Sarbanes-Oxley Act (SOX) - Affects US Corporations.  Specifies retaining audit logs for up to seven years.

VISA Cardholder Information Security Program (CISP) - Specifies retaining audit logs for at least six months.
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