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Boilerplate
Purpose

· This is a “template” to be used as a “starting point” for the sake of helping you develop your own IT Governance Program.
Copyright / Permission to Use

· Permission to use this document is conditional upon you receiving this template directly from an infotex consultant, infotex website or e-commerce site, or an infotex workshop / training presentation.
· By using this template either in its entirety or any portion thereof, you acknowledge that you agree to the terms of use as dictated in the “Transfer of Copyright Agreement” located at copyright.infotex.com.  This agreement establishes that when you customize this template to your specific needs, your organization may have copyright of the customized document.  However, infotex retains copyright to the template.  This agreement also establishes that you will not share this or any other template with third parties other than auditors and examiners.  You may not transfer ownership of the customized documents to any other organization without the express written permission of infotex.

Instructions

· Make sure to read through the template carefully as not all situations will pertain to your organization.  However, to assist you in customizing the document to your specific needs, we have attempted to color code areas that will need your special attention.  Color coding is as follows:

· All areas needing customization and/or consideration are in red.    

· Sections that are in brown are optional sections according to our definition of best practices.  These sections may be removed if they do not match your needs.

· Sections in blue are merely instructions or additional information for knowledge purposes and should be removed.

· Sections in green are examples.

· Note that you should confirm that all text has been changed to “black” before considering this template final for your organization.  If there are any sections in any other color than black, then all situations or customization has not been considered.

· This section (Templates) may be removed once the document has been customized, for at that time we turn ownership of the customized document over to you.


© Copyright 2000 - 2015 infotex, Inc.  All rights reserved.
NOTES ABOUT THIS BOILERPLATE:
· The Incident Response Policy is a “board-level” policy that gives birth to a program which is very closely related to the Business Continuity Program.

· Many smaller banks will make the Incident Response Team congruent with, if not a subset of, the Business Continuity Team.
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Iterations:

Iteration #:  7

Date of This Iteration:  12/08/2011
Original Iteration:  September 2002
Next Update Due:  01/20/15

Known Changes for Next Update:

· Will include testing in the policy.

· Will add additional scenarios to plan (DDoS, Vendor Breach, Phishing Attack, Malware Breach, Social Engineering Attack, etc.)
ONE PAGE POLICY MINIMUM:

Some of our Clients have a one page (or less) policy statement inserted into their high level governance policy, and then call our “policies” procedures, and our “procedures” standards.  The following is the “minimum language” to facilitate the “one page policy statement.”

Incident Response:

The Federal Financial Institutions Examination Council (FFIEC) indicates that the IT operations management should implement corrective (incident response) security controls.  The [CIRT / IRT / Steering Committee / Information Security Officer] will create and maintain an Incident Response Program that establishes an Incident Response Procedure as well as an Incident Response Plan.  The Incident Response Procedure will articulate the details of enforcing this policy, whereas the Incident Response Plan will address goals and priorities, making life and safety the highest priority, as well as articulate a process for responding to incidents.  

Management will form an Incident Response Team, and the Information Security Officer will be responsible for training that team to meet responsibilities articulated in this policy and the Incident Response Procedure.  These responsibilities will include participation in a monthly Incident Response Team Meeting as well as being available for emergency meetings, reading and learning the Incident Response Program, and participating in incident response tests.

The board wants all incidents to be classified as follows:

· Disclosure Incidents:  These are incidents which, because of some statute or regulation, require [name of financial institution] to notify customers, law enforcement, examiners, or the board of directors.  The [CIRT / IRT / Steering Committee] must comply with all applicable laws and regulations, including state laws such as [Indiana Code 24-9.4 / applicable law in your state] and and federal regulations such as the FDIC’s Financial Institution Letter 27-2005, the OCC 2005-13, and any other applicable guidances or regulations as they are developed.

· Security Incidents:  These are incidents related to the confidentiality and integrity of information.  They can include technical incidents such as malware (virus, worm, and trojan horse) detection, unauthorized use of computer accounts and computer systems, but can also include non-technical incidents such as improper use of information assets as outlined in the Acceptable Use Policy.
· Negative Incidents:   These are incidents related to the availability of information assets or other risks such as legal risks, strategic risks, or reputational risks that do not directly impact the confidentiality or integrity of information.  For example, installing an unlicensed application on a bank-owned application does not impact confidentiality, integrity, or availability, but this policy still requires the [CIRT / IRT / Steering Committee] to track it.

The board should be informed of incidents in the Annual Information Security Report to the Board as required by the FFIEC guidelines, and whenever an incident is classified as a Disclosure Incident the board should be notified “in real time.”  Critical Incidents should be formally closed, and the report should identify any open incidents.
The Incident Response Program should be tested on an annual basis at least twice, and one of the tests should be of a scenario which would be classified as a “Disclosure Incident.” Tests should include a test plan, minutes of the actual test, and documentation of a “post-mortem review.”  Test results should be presented to the board.  


Insert Financial Institution Name / Logo
Incident Response Policy
(Approved During DD/MM/YY Board Meeting)

Classified:  Confidential Information

Contact if found:  Name, Title
Name of Financial Institution
City,  State

Policy Scope

This policy applies to all Name of Financial Institution’s employees, temporary workers, contractors, and consultants who use and modify Name of Financial Institution’s computer resources.  

The Board of Directors and the Information Security Officer is responsible for overseeing the development, implementation, and maintenance of this policy.  It should be reviewed at least annually to ensure relevant information is appropriately considered.

The Incident Response Team is responsible for enforcing this policy.

For questions concerning this policy, see the Information Security Officer. 
Introduction

Given the risk-based approach to Information Security and that there is no such thing as 100% security, implementing solid security policies, blocking unnecessary access to networks and computers, improving user security awareness, and early detection and mitigation of security incidents are some of the actions that can be taken to reduce the risk and drive down the cost of security incidents.  The number of computer security incidents and the resulting cost of business disruption and service restoration must be monitored and measured.
Intrusion detection plays an important role in implementing and enforcing an organizational Incident Response Policy.  As information systems grow in complexity, effective security systems must evolve.  With the proliferation of the number of vulnerability points introduced by the use of distributed systems, some type of assurance is needed that indicates the systems and networks are secure.  Intrusion detection systems can provide part of that assurance.

The Federal Financial Institutions Examination Council (FFIEC) indicates that the IT operations management should implement corrective (incident response) security controls.  This provides a framework for IT operations information security.  Referenced in FFIEC Information Operations Booklet.
Objective
To comply with the Information Technology Governance Policy, this document creates the [creates the Computer Incident Response Team ([CIRT / IRT / Steering Committee]) and establishes the membership, roles, responsibilities, and authority of the [CIRT / IRT / Steering Committee].  / creates the Incident Response Team (IRT) and establishes the membership, roles, responsibilities, and authority of the IRT / assigns the responsibility for Incident Response to the existing Technology Steering Committee / etc].  In addition, it requires the creation of an Incident Response Program for dealing with incidents related to technology and information risk.  Such incidents include incidents which require certain notifications by law, security incidents, and negative incidents arising because of technology and information risk.  
Goals and Priorities
[Name of Financial Institution] has created the [Computer Incident Response Team ([CIRT / IRT / Steering Committee])] to develop and maintain an Incident Response Program.  The Incident Response Program should be designed with the following goals in mind:
· Proactive Goals:  
· Reactive Goals

· Reactive / Proactive Goals

The [CIRT / IRT / Steering Committee] should also develop and implement the Incident Response Program with the following priorities as a basis:

1. Protect human life and safety.

2. Protect customer information and assure organizational data integrity.

3. Maintain the financial institution’s reputation and control external communication.

4. Prevent damage to systems.

5. Minimize disruption of computing resources.

Though for the purposes of creating an incident response process we will not include these types in our classification structures, it is helpful to know that the following types of negative actions can be considered to be a “technology incident.”

· Increased Access

· Disclosure of Information

· Corruption of Information

· Denial of Service

· Theft of resources

· Negative Reputation

· Negative Legal Implications

[Computer Incident Response Team (CIRT) / Incident Response Team (IRT) / Steering Committee Membership]
Note:  Most banks now call this team the “Incident Response Team” because this policy governs more than just computer incidents.  Smaller banks assign the responsibility normally assigned to an Incident Response Team to existing committees, such as the Technology or the IS Steering Committee.
The following personnel have been designated as members of the [CIRT / IRT / Steering Committee]:

· Information Security Officer (Team Leader)
· BSA Officer

· Security Officer

· Disaster Recovery Coordinator

· Marketing Coordinator / Customer Relations Officer

· Chief Information Officer / VP IT / IT Director
· Compliance Officer / Internal Auditor

· Human Resources Director

· Information Systems Manager / Network Administrator
In addition, the following third parties may be involved in [CIRT / IRT / Steering Committee] meetings, as needed:

· Managed Security Provider

· Network Service Provider 

Note:  The FFIEC requires a multi-disciplinary incident response team.  Many banks simply add Human Resources and Marketing (Public Relations) to their existing IS Steering Committee.  Smaller banks may already have this membership on the IS Steering Committee (as the bank’s President handles the “marketing/public relations” aspects of response.)
Incident Response Program
The [CIRT / IRT / Steering Committee / Information Security Officer] will create and maintain an Incident Response Program that establishes an Incident Response Plan and necessary ancillary procedures and tools that serve as guidelines for an overall approach to incidents.; establishes processes for containment, eradication, recovery, and follow-up on incidents; includes a severity rating assignment process for various incident types; documents notification requirements establishing guidelines for reporting incidents as well as regular reporting requirements for summary reports to Management and the Board of Directors; and includes provisions for documentation of critical information necessary in the event of an incident.  Finally the plan will include guidelines for IT personnel and users at-large to report observed suspicious activity..  The Incident Response Plan will address goals and priorities, making life and safety the highest priority, as well as articulate a process for responding to incidents.
Meeting Requirements
The [CIRT / IRT / Steering Committee] will meet [monthly / quarterly / on a periodic basis].  The Information Security Officer will prepare an agenda for and keep the minutes of this meeting.  Regular reporting requirements will be reviewed in each meeting, as well as proposals to update the Incident Response Program as needed.  The Information Security Officer will also provide necessary ongoing training related to Incident Response.
It is imperative that all members of the [CIRT / IRT / Steering Committee] be available at all times for emergency [CIRT / IRT / Steering Committee] meetings, and are given appropriate training to investigate and report findings.  The [CIRT / IRT / Steering Committee] should have access, if necessary, to back-up data and systems, an inventory of all approved hardware and software, and monitored access to systems, as appropriate.  The [CIRT / IRT / Steering Committee] must also have timely access to decision makers for actions that require higher approvals.
Types of Incidents

The [CIRT / IRT / Steering Committee] will classify all incidents into one of three types:

· Disclosure Incidents:  These are incidents which, because of some statute or regulation, require [name of financial institution] to notify customers, law enforcement, examiners, or the board of directors.  The [CIRT / IRT / Steering Committee] must comply with all applicable laws and regulations, including state laws such as [Indiana Code 24-9.4 / applicable law in your state] and and federal regulations such as the FDIC’s Financial Institution Letter 27-2005, the OTS CEO Memo – Data Breaches of March 2005, the OCC 2005-13, and any other applicable guidances or regulations as they are developed.
· Security Incidents:  These are incidents related to the confidentiality and integrity of information.  They can include technical incidents such as malware (virus, worm, and trojan horse) detection, unauthorized use of computer accounts and computer systems, but can also include non-technical incidents such as improper use of information assets as outlined in the Acceptable Use Policy.
· Negative Incidents:   These are incidents related to the availability of information assets or other risks such as legal risks, strategic risks, or reputational risks that do not directly impact the confidentiality or integrity of information.  For example, installing an unlicensed application on a bank-owned application does not impact confidentiality, integrity, or availability, but this policy still requires the [CIRT / IRT / Steering Committee] to track it.

The [CIRT / IRT / Steering Committee] may develop a severity classification system within each incident type.  The Information Security Officer to report all Notification Incidents to the Board of Directors as they occur, and report [severe / critical] Security Incidents and [critical / severe] Negative Incidents as deemed necessary by the [CIRT / IRT / Steering Committee] in real time.  

The Information Security Officer is authorized to classify incident types, as defined above, as well as incident severities.  All incidents should be summarized by type and [criticality / severity] in the Annual Report to the Board.  This report should include status information for all “disclosure incidents.”

Be sure to “equalize” the following two sections (Incident Severity and Notification) to your Incident Response Plan so that they are consistent.

Incident Severity
The Information Security Officer will create a severity assignment process for all incidents.  The Information Security Officer will assign one of three severity ratings to incidents as they are reported.  

1) [Minor / Trend] Incident:  This incident is low risk and, though should be monitored and reported in an upcoming [CIRT / IRT / Steering Committee]  meeting, does not warrant immediate action or reporting.  

2) [Critical / Severe / Emergency] Incident:  This incident requires an emergency [CIRT / IRT / Steering Committee]  Meeting to determine response actions, notification requirements, etc.

3) Disaster (Availability) Incidents:  This incident requires execution of the Disaster Recovery Plan, and will defer to response processes and severity ratings in that plan.   . . . or . . . 
Disaster Incidents:  Some incidents require execution of the Business Continuity Plan, and will defer to response processes and severity ratings in that plan, as decided by the Information Security Officer.  

Post-mortem Review
Note:  Many institutions will move this to the plan and not have it as part of the policy.  We feel this is a mistake as we audit organizations that never get to the post-mortem review. 
For all incidents and incident response tests, the Incident Response Team will conduct a “Post-Mortem Review” within a reasonable amount of time after the incident.  This review can be conducted as far as the “Incident Closure Process,” but should be conducted shortly after an incident even if the incident is not closed.  It can be conducted in the first Incident Response Team Meeting after an incident.

In the post-mortem review, the following questions should be asked and answered:

· Exactly what happened, and when?

· How long did it take for us to “broadcast awareness”

· What caused it?

· How long did it take to contain the incident?

· How long did it take for us to eradicate the incident?

· How long did staff and management perform in dealing with the incident?

· Were the documented procedures followed?

· Were they adequate?

· What corrective actions can prevent similar incidents in the future?

· What lessons did we learn?

Notification
Note:  Most “Disclosure Incidents” will warrant “real-time disclosure” to the board.  However, some disclosure incidents, such as CAMS alerts from vendors, may be reported to the board in a normal meeting cycle.  Still, the Information Security Officer should consider these to be 
The Information Security Officer will notify the Board of Directors of all Disclosure Incidents “in real time.”  The Board of Directors will also be notified “in real time” anytime an incident is considered to be critical in severity.  Disclosure incidents not considered critical (such as some CAMS Alerts) will be reported to the board monthly.
All suspected and/or confirmed instances of attempted and/or successful intrusions must be immediately reported according to the Incident Response Plan.  The Incident Response Plan will address regular reporting requirements for analyzing trends, performing “post-mortem analysis” of past incidents, and other requirements as determined by the [CIRT / IRT / Steering Committee].
The [CIRT / IRT / Steering Committee] will create and document Notification Requirements in the Incident Response Plan that establishes guidelines for reporting incidents to management, to the Board of Directors, to law enforcement, to customers, and to the media in a manner consistent with all applicable laws as well as the bank’s risk management policies and procedures.

Post-mortem Review
Note:  Many institutions will move this to the plan and not have it as part of the policy.  We feel this is a mistake as we audit organizations that never get to the post-mortem review. 
For all incidents and incident response tests, the Incident Response Team will conduct a “Post-Mortem Review” within a reasonable amount of time after the incident.  This review can be conducted as far as the “Incident Closure Process,” but should be conducted shortly after an incident even if the incident is not closed.  It can be conducted in the first Incident Response Team Meeting after an incident.

In the post-mortem review, the following questions should be asked and answered:

· Exactly what happened, and when?

· How long did it take for us to “broadcast awareness”

· What caused it?

· How long did it take to contain the incident?

· How long did it take for us to eradicate the incident?

· How long did staff and management perform in dealing with the incident?

· Were the documented procedures followed?

· Were they adequate?

· What corrective actions can prevent similar incidents in the future?

· What lessons did we learn?

Incident Closure
It is very important that we make sure we BENEFIT from what we can learn from an incident.  We’ve taken the impact of the incident, let’s try to turn it into some value for the institution.

Thus the incident closure process is very important.  All incidents that are classified as [Critical / Severe / Emergency] or as Disaster (Availability) Incidents must be formally closed by the Incident Response Team.  

Open incidents should be identified in the Annual Information Security Report to the Board.
Concluding Sections

The following sections may or may not apply to your institution, depending upon your own policy/procedure development protocols.  However, we do strongly urge you to include the distribution list, policy owner, and policy reviewers section for your convenience and to ensure appropriate review and training.  Please remove this section.

Review

This policy will be reviewed annually to ensure that it is kept current to existing technology and knowledge about Information Security.  Meanwhile, tools (such as the IDS system, the signatures used, documentation, reports, logs, etc.) will be reviewed quarterly to ensure appropriateness and that they are working properly.

Due Diligence
The Information Security Officer is responsible for creating and executing a due diligence process to ensure that this policy is being enforced.  All other employees will be required to funnel materials gathered as a part of this policy to the Information Security Officer for processing.  The Information Security Officer will also be responsible for gathering annual documentation as required by this policy, and working with the Internal Auditor to ensure policy enforcement. 

Status Reporting

The Information Security Officer must report to the Board of Directors on a semi-annual basis the status and enforcement of this policy, Information Security Program, and other Board-level policies.

Noncompliance
Violation of this policy may result in disciplinary action that may include termination for employees and temporaries; termination of employment relations in the case of contractors or consultants; or dismissal for interns.  Additionally, individuals are subject to loss of financial institution information resources access privileges, and civil and/or criminal prosecution.

Policy Training
The Information Security Officer, Network Administrator, and Senior Management will review this policy and its associated procedures annually and hold training to ensure that everybody understands the provisions of this policy, as well as the implications upon their job description responsibilities.

Distribution List
The following positions will receive this policy and any changes to this policy:  

· Board of Directors

· Information Security Officer

· All members of the [CIRT / IRT / Steering Committee]
· List other individuals.  Consider establishing an e-mail alias corresponding to the individuals.
Storage of Policy
The active copy of this policy will be stored in the [list location of policy].  
Note: We recommend that the Financial Institution develop a method of off-site, on-line, secure storage of policies and procedures such as in a portal, mirrored intranet site, etc.
Compliance with CobiT

· Planning and Preparation

· Creating Policies, acquiring management support, developing user awareness, building a response capability

· Detection, triage, and investigation

· Defining events versus incidents versus notification processes

· Detecting and validating incidents

· Prioritizing and rating incidents

· Implementing Intrusion Prevention, Detection, and SIEM

· Utilizing Anti-malware and Vulnerability Management Systems

· Conducting and participating in Global Incident Awareness

· Conducting Log and Audit Analysis

· Containment, Analysis, Tracking and Recovery

· Executing a containment strategy for various types of incidents

· Performing forensics analysis according to evidence-handling processes

· Executing Recovery Procedures in line with BCP and DRP

· Determining source of the incident

· Post-incident Assessment

· Conducting Post-mortem

· Exactly what happened, and when?

· How long did staff and management perform in dealing with the incident?

· Were the documented procedures followed?

· Were they adequate?

· What corrective actions can prevent similar incidents in the future?

· Reporting on Incident Management Related Metrics

· Time to Broadcast Awareness

· Mean-time to Incident Recovery

· Cost of Recovery

· Document Lessons Learned

· Incident Closure

· Conducting Incident Response Post-mortem

· Submitting reports to management and stakeholders

FFIEC GUIDELINES
See http://ithandbook.ffiec.gov/it-booklets/outsourcing-technology-services/appendix-d-managed-security-service-providers.aspx for a complete guidance on performing due diligence on managed security service providers.

SOURCE:  FFIEC INFORMATION SECURITY BOOKLET


Page 17:  Financial institutions should develop a strategy that defines control objectives and establishes an implementation plan.  The security strategy should include 

· [Excerpt]  Appropriate consideration of prevention, detection, and response mechanisms.

Page 18:  Security strategies include prevention, detection, and response, and all three are needed for a comprehensive and robust security framework.  Typically, security strategies focus most resources on prevention.  Prevention addresses the likelihood of harm. Detection and response are generally used to limit damage once a security breech has occurred.  Weaknesses in prevention may be offset by strengths in detection and response.

Page 27:  Passwords that are either not changed or changed infrequently are known as static pass-words.  While all passwords are subject to disclosure, static passwords are significantly more vulnerable.  An attacker can obtain a password through technical means and through social engineering.  Internet banking customers are targeted for such social engineering through phishing attacks.  Institution employees and contractors may be similarly targeted.  Static passwords are appropriate in systems whose data and connectivity is considered low risk, and in systems that employ effective compensating controls such as physical protections, device authentication, mutual authentication, host security, user awareness, and effective monitoring and rapid response.

Page 37:  Security personnel and network administrators have related but distinct responsibilities for ensuring secure network access across a diverse deployment of interconnecting network servers, file servers, routers, gateways, and local and remote client workstations.  Security personnel typically lead or assist in the development of policies, standards, and procedures, and monitor compliance.  They also lead or assist in incident-response efforts.  Network administrators implement the policies, standards, and procedures in their day-to-day operational role.

Page 53:  Detection devices, where applicable, should be utilized to prevent theft and safeguard the equipment.  They should provide continuous coverage.  Detection devices have two purposes—to alarm when a response is necessary and to support subsequent forensics.  The alarm capability is useful only when a response will occur.   

Page 76:  Financial institutions should exercise their security responsibilities for outsourced operations through 

· [Excerpt]  Coordination of incident response policies and contractual notification requirements.

Financial institutions should evaluate the following security considerations when selecting a service provider: 

· [Excerpt]  Clear understanding of the provider’s security incidence response policy and assurance that the provider will communicate security incidents promptly to the institution when its systems or data were potentially com-promised.

Page 79:  Financial institutions use insurance coverage as an effective method to transfer risks from themselves to insurance carriers.  Coverage is increasingly available to cover risks from security breaches or denial of service attacks.  Several insurance companies offer e-commerce insurance packages that can reimburse financial institutions for losses from fraud, privacy breaches, system downtime, or incident response.  

Page 81:  Financial institutions should gain assurance of the adequacy of their risk mitigation strategy and implementation by  

· Monitoring network and host activity to identify policy violations and anomalous behavior;

· Monitoring host and network condition to identify unauthorized configuration and other conditions which increase the risk of intrusion or other security events; 

· Analyzing the results of monitoring to accurately and quickly identify, classify, escalate, report, and guide responses to security events; and 

· Responding to intrusions and other security events and weaknesses to appropriately mitigate the risk to the institution and its customers, and to restore the institution’s systems.

Page 91:  The effectiveness of a security incident response center also is a function of the training and expertise of the security analysts.  A financial institution should ensure that its analysts are sufficiently trained to appropriately analyze network and host activity and to use the monitoring and analysis tools made available to them.

Page 93:  Successful implementation of any response policy and procedure requires the assignment of responsibilities and training.  Some organizations formalize the response program with the creation of a computer security incident response team (CSIRT).  The CSIRT is typically tasked with performing, coordinating, and supporting responses to security incidents.  Due to the wide range of technical and nontechnical issues that are posed by an intrusion, typical CSIRT membership includes individuals with a wide range of back-grounds and expertise, from many different areas within the institution.  Those areas include management, legal, public relations, as well as information technology.  Other organizations may outsource some of the CSIRT functions, such as forensic examinations.  

SOURCE:  FFIEC OPERATIONS BOOKLET

Page 17:  The scope of required procedures depends on the size and complexity of the institution’s IT operations and the variety of functions performed by IT operations.  Examples of activities or functional areas where written procedures are appropriate include: 

· [Excerpt] Problem management or incident response;


Page 22:  IT operations management should implement preventive (e.g., access controls), detective (e.g., logging), and corrective (e.g., incident response) logical security controls.  All three types of controls provide a framework for IT operations information security.  These controls can be implemented by administrative (e.g., policy), logical (e.g., access controls), or physical (e.g., locked room) controls.

Page 33:  The event/problem management process should be communicated and readily available to all IT operations personnel.  Appropriate personnel—from IT operations, institution management, internal audit, fraud and loss prevention, information security, and computer security incident response teams—should participate in the event/problem management process.

Page 34:  Logging Issues.  Most problem-solving techniques in an IT operations center depend on the ability to read, consolidate, and interpret various operations logs.  Consequently, an institution should not destroy or modify its logs.  Disclosure of log tampering or manipulation is an event that requires management resolution and the involvement of the computer incident response team.  Operations management should periodically review all logs for completeness and ensure they have not been deleted, modified, overwritten, or compromised.   

Database Operations.  Although various security devices protect databases, it may be possible for the operator to use system utilities or unauthorized compilations to modify the system.  In such cases, the database may become corrupt or inaccessible. Operations management should regularly and carefully review all logs involving database programs and files and should report all unauthorized modifications to the computer incident response team.

Run Time Anomalies.  Management, a shift supervisor, or another independent person should review run time logs, identify any anomalies, and review their cause and resolution.  It is possible for computer operators to run programs out of sequence or with improper inputs to cause error or fraud.  Automated scheduling programs commonly used in large, complex institutions significantly reduce the risk of this type of event.  Unexplained or inadequately explained anomalies should prompt a production rerun.  Event report logs for unexplained anomalies should be forwarded to the computer incident response team for review.

Page 35:  Management should train and test operations personnel on their ability to recognize security events that require referral to the computer security incident response team, security guards, management, or other parties.  Social engineering is a growing concern for all personnel, and in some organizations personnel may be easy targets for hackers trying to obtain information through trickery or deception.  

Page 39:  Much of IT operations can and should be subject to measurement based on the size and complexity of the institution.  The information gained from analysis supports not only daily management of operations and early diagnostics on impending problems, but provides the baseline and trend data used in capacity planning.

Examples of operations performance metrics include the following:

· [Excerpt]  Electronic funds transfer and electronic banking: 
-Number of wire processing errors caused by department and percent of total volume;
-Number of wires not processed due to failure to execute; and 
-Number of incidents reported and compensation paid due to department processing errors.

SOURCE:  FFIEC E-BANKING BOOKLET


Page 23:  As with all outsourced financial services, institutions must have a formal contract with the TSP that clearly addresses the duties and responsibilities of the parties involved.  In the past, some institutions have had informal security expectations for software vendors or Internet access providers that had never been committed to writing.  This lack of clear responsibilities and consensus has lead to breakdowns in internal controls and allowed security incidents to occur. The IT Handbook’s “Outsourcing Technology Services Booklet” lists detailed contract recommendations for TSPs.  Institutions should tailor these recommendations to e-banking services as necessary.  Specific examples of e-banking contract issues include

· [Excerpt] Incident response plans, including notification responsibilities, to respond to website outage, defacement, unauthorized access, or malicious code

Page 25:  Security incidents.  Reports might include volume of rejected log-on attempts, password resets, attempted and successful penetration attempts, number and type of trapped viruses or other malicious code, and any physical security breaches.   

Related Policies / Procedures / Tools
· Incident Response Program At-large

· [CIRT / IRT / Steering Committee] Meeting Procedure

· [CIRT / IRT / Steering Committee] Training Presentation

· Incident Response Decision Tree

· Incident Response Plan

· Intrusion Detection Procedure

· Potential Incident Report

· Suspicious Activity Report (SAR)

· Third Party Information Request Procedure

· Virus Incident Response Procedure

· Web Defacement Procedure

· Other Programs:

· IT Governance Policy

· Business Continuity Plan

· Disaster Recovery Plan

· Business Impact Analysis

· Vendor Management Policy

Policy Owner
· Title Here

Policy Reviewers
· Board of Directors

· Incident Response Team

· [EDP / IT Steering / Technology] Committee

· Titles Here

Development History
List the dates that this documentation was changed, starting with the creation date at the bottom.  For each modification, include effective date and policy owner.

· Modified:  xx/xx/xx; policy owner

· Creation Date:  xx/xx/xx:  policy owner


Page 1 of 1

